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Abstract. We present a time-stepping method to simulate rigid multibody dynamics with inelastic collision,
contact, and friction. The method progresses with fixed time step without backtracking for collision and solves
at every step a strictly convex quadratic program. We prove that a solution sequence of the method converges
to the solution of a measure differential inclusion. We present numerical results for a few examples, and
we illustrate the difference between the results from our scheme and previous, linear-complementarity-based
time-stepping schemes.
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1. Introduction

Nonsmooth rigid multibody dynamics (NRMD) is an important paradigm of modern
computational science. It consists of predicting the position and velocity evolution of a
group of rigid particles that are subject to noninterpenetration, collision, adhesion, and
dry friction constraints and possibly to global forces (such as electrostatic and gravi-
tational forces). The dynamics of such a group of particles is nonsmooth because of
the intermittent nature of noninterpenetration, collision, and adhesion constraints and
because of the nonsmooth nature of the dry friction constraints at stick-slip transitions.
NRMD has been successfully applied to a vast group of diverse applications such as
granular [38] and rock dynamics [12], masonry stability analysis [36], simulation of
concrete obstacle response to explosion [12], tumbling mill design (for grinding ore in
mineral-processing industries) [23], interactive virtual reality [21], and robot simulation
and design [5]. In civil engineering applications NRMD is often used under the name
of the discrete element method; in the physics literature it is regarded as a particular
instance of a molecular dynamics approach.

In addition to these applications, exciting new prospects for NRMD have been gener-
ated by recent investigation in dynamic self-assembly in electrostatically driven granular
media [30] and pedestrian and evacuation dynamics (PED) [17, 18]. In PED, NRMD
has provided a rational and systematic way to improve the design of evacuation paths
and other areas of high pedestrian density [17]. For example, a stunning result obtained

M. Anitescu: Mathematics and Computer Science Division, Building 221, Argonne National Laboratory, 9700
South Cass Avenue, Argonne, IL 60439, USA. e-mail: anitescu@mcs.anl.gov
Mathematics Subject Classification (2000): 65K10, 90C33

Used Distiller 5.0.x Job Options
This report was created automatically with help of the Adobe Acrobat Distiller addition "Distiller Secrets v1.0.5" from IMPRESSED GmbH.
You can download this startup file for Distiller versions 4.0.5 and 5.0.x for free from http://www.impressed.de.

GENERAL ----------------------------------------
File Options:
     Compatibility: PDF 1.2
     Optimize For Fast Web View: Yes
     Embed Thumbnails: Yes
     Auto-Rotate Pages: No
     Distill From Page: 1
     Distill To Page: All Pages
     Binding: Left
     Resolution: [ 600 600 ] dpi
     Paper Size: [ 595 842 ] Point

COMPRESSION ----------------------------------------
Color Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 150 dpi
     Downsampling For Images Above: 225 dpi
     Compression: Yes
     Automatic Selection of Compression Type: Yes
     JPEG Quality: Medium
     Bits Per Pixel: As Original Bit
Grayscale Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 150 dpi
     Downsampling For Images Above: 225 dpi
     Compression: Yes
     Automatic Selection of Compression Type: Yes
     JPEG Quality: Medium
     Bits Per Pixel: As Original Bit
Monochrome Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 600 dpi
     Downsampling For Images Above: 900 dpi
     Compression: Yes
     Compression Type: CCITT
     CCITT Group: 4
     Anti-Alias To Gray: No

     Compress Text and Line Art: Yes

FONTS ----------------------------------------
     Embed All Fonts: Yes
     Subset Embedded Fonts: No
     When Embedding Fails: Warn and Continue
Embedding:
     Always Embed: [ ]
     Never Embed: [ ]

COLOR ----------------------------------------
Color Management Policies:
     Color Conversion Strategy: Convert All Colors to sRGB
     Intent: Default
Working Spaces:
     Grayscale ICC Profile: 
     RGB ICC Profile: sRGB IEC61966-2.1
     CMYK ICC Profile: U.S. Web Coated (SWOP) v2
Device-Dependent Data:
     Preserve Overprint Settings: Yes
     Preserve Under Color Removal and Black Generation: Yes
     Transfer Functions: Apply
     Preserve Halftone Information: Yes

ADVANCED ----------------------------------------
Options:
     Use Prologue.ps and Epilogue.ps: No
     Allow PostScript File To Override Job Options: Yes
     Preserve Level 2 copypage Semantics: Yes
     Save Portable Job Ticket Inside PDF File: No
     Illustrator Overprint Mode: Yes
     Convert Gradients To Smooth Shades: No
     ASCII Format: No
Document Structuring Conventions (DSC):
     Process DSC Comments: No

OTHERS ----------------------------------------
     Distiller Core Version: 5000
     Use ZIP Compression: Yes
     Deactivate Optimization: No
     Image Memory: 524288 Byte
     Anti-Alias Color Images: No
     Anti-Alias Grayscale Images: No
     Convert Images (< 257 Colors) To Indexed Color Space: Yes
     sRGB ICC Profile: sRGB IEC61966-2.1

END OF REPORT ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Job Option File
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments false
     /DoThumbnails true
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize true
     /ParseDSCCommentsForDocInfo false
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.2
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends false
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo false
     /GrayACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /sRGB
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 150
     /EndPage -1
     /AutoPositionEPSFiles false
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 600
     /AutoFilterGrayImages true
     /AlwaysEmbed [ ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 150
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 576.0 792.0 ]
     /HWResolution [ 600 600 ]
>> setpagedevice



114 M. Anitescu

through NRMD simulations is that emergency evacuations complete faster and with
fewer injuries if a column is placed in front of (and at some distance upflow from)
the emergency exit [18]. Clearly NRMD has a huge impact potential for significant
applications with complex dynamics.

The NRMD approach presents several difficulties, however. It does not always have
a classical solution if the dry friction coefficient is not zero [32]. The nonsmoothness of
its description and its constrained nature make direct application of numerical methods
for ordinary differential equations and differential algebraic equations impossible. In
response to these difficulties the vast majority of numerical approaches create a smooth
and stiff approximation of the problem that is integrated explicitly with a time step
inside the stability region. In turn, this creates other difficulties. First, the more accu-
rate the approximation, the stiffer the problem, which may lead to prohibitively small
time steps to achieve stability. Second, the approximation may introduce nonphysical
artifacts. For example, it may systematically underestimate the particle velocities [19].
Third, the smoothing parameters are notoriously difficult to tune to achieve the desired
compromise between accuracy and computational efficiency.

An alternative to the smoothing approach is to incorporate contact and friction as
hard constraints, either in acceleration–force approaches [13, 14, 9, 37] or in impulse-
velocity approaches [35, 6, 3]. The impulse-velocity approach, on which we focus on
this paper, is related to the contact dynamics method [28] used for granular dynamics
simulation. It consists of using a backward Euler-based time-stepping scheme where at
every time step all nonsmooth constraints are enforced by complementarity and inequal-
ity constraints and where the fundamental variables become the velocities and impulses,
as opposed to the accelerations and forces. The method presents several advantages over
classical approaches.

1. The time-stepping scheme has a solution for any choice of parameters, as opposed to
its acceleration formulation, and produces an uniformly bounded velocity sequence
over any finite time interval [6]. This is not the case for acceleration-force approaches,
which would necessarily fail when a configuration that does not have a classical solu-
tion is encountered [9, 33].

2. The discrete solution converges to a weak solution of the problem, at least when
adhesion is absent and the restitution coefficient is zero [32]. A classical solution
does not always exist [33].

3. The time-stepping scheme progresses stably over any finite time interval without the
need to tune any additional parameters [3, 6].

4. The scheme can be modified to accommodate stiff external forces [7] and to ensure
constraint stabilization while solving only one linearly constrained complementarity
subproblem per time step [3, 5].

In order to progress with a lower bounded time step, the algorithm is not stopped
at collisions; instead potentially active noninterpenetration constraints are added to the
complementarity constrained subproblem, similar to the contact dynamics method [25,
20]. This has led to an event-driven single-processor version of the time-stepping scheme,
which includes our contribution of using a linearized version of the constraints and a
modification of the mass matrix that accommodates stiff external forces. That version was
implemented by a commercial provider of physical content for small-scale interactive
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virtual reality simulations [21]. For this class of applications the variety and heteroge-
neity of the scenarios required by the users make it impossible to appropriately tune a
smoothing model.

The hard constraint techniques we use here result in algorithms that are stable for
larger time steps when compared to the penalty molecular dynamics approaches. This
stability, however, comes at the cost of solving a linear complementarity subproblem that
may have a nonconvex solution set and thus may be expensive to solve [2]. This difficulty
is related to the fact that the Coulomb friction law results in a linear complementarity
subproblem that does not represent the optimality conditions for some optimization
problem, as is the case for frictionless dynamics.

Many applications of interest consist of thousands of fairly tightly packed rigid
bodies. An important source of very large scale problems with contact and friction is the
direct simulation approach of granular matter, which was used for the simulation of 10
million rigid bodies [10]. In order to extend the benefits of the hard constraint approach
to such large-scale systems, other approaches are needed that solve a simpler subprob-
lem while maintaining the stability properties of the simulation. Such a requirement
comes from the fact that, to date, there is no reasonable very large-scale approach for
solving nonconvex linear complementarity problems of the type that is needed in rigid
multibody dynamics simulations [4]. Ideally, such approaches should preserve as much
of the quality of the solution as the linear complementarity approaches, in the limit of
the time step going to zero.

To that end, we present an optimization-based method for the simulation of non-
smooth rigid body dynamics: rigid body dynamics with collision, contact and friction.
At every step, the method solves one convex quadratic program and progresses with
a fixed time step. Therefore, the number of quadratic programs that must be solved is
determined ahead of time once the time step is chosen. This represents a major advan-
tage over integrate-detect-restart strategies [9, 1] for which there is no upper bound in
the number of subproblems that must be solved. The method has been introduced in [3]
following a fixed-point iteration approach introduced in [2, 4], but its convergence as
h → 0 has not been studied prior to our work.

Here we complete the analysis of this method, and we show that, in the limit of
the time step going to zero, the solution of the numerical scheme will converge to the
solution of a measure differential inclusion [24, 32, 33]. Given the recent success in
solving very large scale quadratic programs, this research may open a new avenue in the
hard constraint simulation of very large scale NRMD.

We also discuss the physical meaning of our approximation, and we present numer-
ical solutions to a few widely discussed examples in the literature, to which we have
also applied for comparison the equivalent LCP-based method [6, 35], as well as to a
medium-scale granular matter simulation.

2. The contact model

In the following, we present our contact model, and we compare it to previous ap-
proaches. The object of study is a system of rigid bodies, described by state variables
and contact and frictional constraints.
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2.1. System representation

At a time t , the position of the system is described by generalized coordinates q(t) (which
may include rotational coordinates that cannot be defined over a subspace homeomor-
phic to Rn, for some n), and generalized velocities v(t). In classical mechanics, v(t)

is continuous, and we can write dq/dt = v. Since we are attempting to accommodate
impact, v(t) is not, in general, continuous. Therefore we require that the position vector
and the velocity vector satisfy the weaker condition

q(t) − q(0) =
∫ t

0
v(τ)dτ, ∀t > 0.

In two dimensions, each rigid body can be described by the position (x, y) of the
center of mass and the angle φ of rotation around the center of mass. The result is a total
of three coordinates per body. Hence, a system of n rigid bodies can be described by the
set of coordinates x1, y1, φ1, x2, y2, φ2, . . . , xn, yn, φn, or 3n coordinates.

In three dimensions, the position of a rigid body is described by the position x, y, z

of the center of mass and a 3 × 3 orthogonal matrix Q that represents the rotation of
a frame attached to the body with respect to a fixed-world frame. Here we assume that
Q can be represented smoothly by three parameters. This parameterization is valid only
locally, but this problem can be easily remedied by an appropriate reparameterization,
which does not affect the dynamics [16]. To simplify our approach, we assume that
the position of a three-dimensional rigid body can be represented by six parameters:
x, y, z, φ, ζ, θ . Therefore a system with n bodies in three dimensions is represented by
6n coordinates.

2.2. Nonpenetration constraints

Two rigid bodies should not penetrate, and, if they are in contact, there should be friction
acting at the interface. To enforce the nonpenetration constraint, we assume that there
exists a function �(q), that we call the gap function, that satisfies

�(q) =
{

> 0 if the bodies are separated,
= 0 if the bodies touch each other,
< 0 if the bodies are interpenetrating.

(1)

For such a function, the nonpenetration constraint becomes �(q) ≥ 0.
An example of such a mapping is the signed distance function [22], which is differ-

entiable when the bodies are smooth and convex, at least up to some value of the inter-
penetration [1]. For most cases, even simple ones involving the relative position of two
spheres, a differentiable signed distance function cannot be defined for all values of
q. The fact that �(q) can be differentiably defined only on a neighborhood of the set
�(q) ≥ 0 can be accommodated at the cost of making the analysis substantially more
involved [3]. To simplify our discussion, we make the following assumption.

Assumption A1 (Differentiability of geometrical constraint data). Any contact is
described by a gap function �(q) that is everywhere twice continuously differentiable.
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2.3. Frictional constraints

In this work we describe the frictional constraints by hard constraints, which in turn can
be reduced to complementarity models [6, 35].

2.3.1. The Coulomb friction model The model we represent and approximate is the
Coulomb friction model. If a position q is feasible and the contact is active, that is,
�(q) = 0, then at the contact we have a normal force and a tangential force.

Let n be the normal at the contact pointing from the second body to the first body,
and let t1 and t2 be the tangents at the contact. Here n, t1, t2 are mutually orthogonal
vectors of length one in three dimensions. The vectors n, t1, and t2 are a function of the
position q, but we ignore this fact until the end of this section.

The reaction force is impressed on the system by means of multipliers cn ≥ 0, β1,
and β2. The normal component of the force is FN = cnn, and the tangential component
of the force is FT = β1t1 + β2t2.

The Coulomb model consists of the following constraints:

cn ≥ 0, �(q) ≥ 0, �(q)cn = 0,

µcn ≥
√

β2
1 + β2

2 , ||vT ||
(

µcn −
√

β2
1 + β2

2

)
= 0,

〈FT , vT 〉 = − ||FT || ||vT ||
(2)

where vT is the relative tangential velocity at contact. The effect of the friction over
the dynamical system is defined by the friction coefficient µ, that typically has a value
between 0 and 1.

The first part of the constraint can be restated as

F = FN + FT = cnn + β1t1 + β2t2 ∈ K,

where K is a cone in three dimensions, whose slope is arctan(µ).
The constraint 〈FT , vT 〉 = − ||FT || ||vT || requires that the tangential force be oppo-

site to the tangential velocity. This results in the reaction force being dissipative. In fact,
an equivalent convenient way of expressing this constraint is by using the maximum
dissipation principle [35, 32, 33]

(β1, β2) = argmin√
β2

1 +β2
2 ≤µcn

(β1t1 + β2t2)
T vT .

These constraints are represented by mapping the vectors n, t1, t2 from contact coor-
dinates to generalized coordinates [1].

For example, if we have a two-body system, then the generalized coordinates in
the three-dimensional space are embedded in a twelve-dimensional space by using the
coordinates x1, y1, z1, φ1, θ1, ζ1, x2, y2, z2, φ2, θ2, ζ2.

For a three-dimensional vector v, the mapping to generalized coordinates is

v �→



v
r1 × v
−v

−r2 × v


 ,
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where r1 and r2 are the relative positions of the contact point with respect to the centers
of mass of the two bodies [1]. Using this mapping, we denote the generalized vector
version of n, t1, t2 by n, t1, t2. One unfortunate side effect of generalized coordinates
mapping is that, in the new coordinates, n, t1, t2 cease to be mutually orthogonal.

If v is the generalized velocity, the tangential velocity can be expressed by using the
quantities in generalized coordinates as

vT =
(
vT t1

)
t1 +

(
vT t2

)
t2.

In generalized coordinates, the Coulomb model thus becomes

FN = cnn, FT = β1t1 + β2t2, (3)

cn ≥ 0, �(q) ≥ 0, cn�(q) = 0, (4)

µcn ≥
√

β2
1 + β2

2 , (5)

vT =
(
vT t1

)
t1 +

(
vT t2

)
t2, 〈FT , vT 〉 = − ||FT || ||vT || . (6)

The maximum dissipation principle can now be invoked in generalized coordinates
to read

(β1, β2) = argmin√
β2

1 +β2
2 ≤µcn

(β1t1 + β2t2)
T v,

where cn and v are considered fixed.
With respect to the regularity of n, t1, t2 as a function of the position variables q, we

make the following assumption.
Assumption A2 (Differentiability of contact data). The mappings n(q), t1(q), and

t2(q) are continuously differentiable.

2.4. The overall dynamical model

The other dynamical data needed to fulfill the model are the mass matrix M(q), the
external force k(t, q, v), and the inertial force fc(q, v). The last of these contains the
centrifugal and Coriolis force. The mapping fc(q, v) is continuously differentiable and
satisfies [7]

vT fc(q, v) = 0 ∀q, v.

This equation implies that the inertial forces do not provide any net work to the rigid
multibody system.

With respect to these quantities, we invoke the following assumptions.

Assumption A3 (Constant mass matrix). The mass matrix M(q) is positive definite
and constant. This assumption is satisfied in two dimensions and three dimensions if we
use the Newton-Euler formulation in body coordinates [27].
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Assumption A4 (At most linearly increasing external force). The external force
is continuous and increases at most linearly with the position and the velocity and is
uniformly bounded in time.

Hence,

k(t, q, v) = k0(t, q, v) + fc(q, v) + k1(v) + k2(q), (7)

and there exists cK ≥ 0 such that

||k0(t, v, q)|| ≤ cK, ||k1(v)|| ≤ cK ||v|| , ||k2(q)|| ≤ cK ||q|| . (8)

Assume now that we have p potential contact constraints, which are enforced by the
nonpenetration constraints �(j)(q) ≥ 0, j = 1, 2, . . . , p.

In the following, we denote by the superscript (j) the data associated to the potential
contact (j). The continuous model is the following differential variational inequality
[31]:

M
dv

dt
=

∑
j=1,2,... ,p

(
c
(j)
n n(j) + β

(j)
1 t

(j)
1 + β

(j)
2 t

(j)
2

)
+ fc(q, v) + k(t, q, v)

dq

dt
= v

c
(j)
n ≥ 0 ⊥ �(j)(q) ≥ 0, j = 1, 2, . . . , p(

β
(j)
1 , β

(j)
2

)
= argmin

µ(j)c
(j)
n ≥

√(
β

(j)
1 +β

(j)
2

)2 j = 1, 2, . . . , p

[(
vT t

(j)
1

)
t
(j)
1 +

(
vT t

(j)
2

)
t
(j)
2

]T (
β1t

(j)
1 + β2t

(j)
2

)
.

(9)

The Coulomb model used in this work is the predominant model used in the engi-
neering literature to describe dry friction. Unfortunately, the model may be inconsistent:
there exist configurations for which the model does not have a solution [9, 33]. This
situation has led to the need to explore weaker formlations of the model for dynamics.

We will consider all collisions that appear during the simulation of the inelastic type.
Therefore, they are naturally treated by the time-stepping scheme through a change of
active set without the need to modify the algebraic expression of the scheme.

3. Measure differential inclusions

In the following, we explore weaker formulations of (9) based on the concept of measure
differential inclusions. Such an investigation is necessary because the continuous model
(9) does not necessarily have a classical solution, that is, a solution q(t) that is twice con-
tinuously differentiable [9, 33]. In effect, q(t) sometimes is not even once continuously
differentiable.

The connection between measure differential inclusions and time-stepping schemes
such as the ones in this work comes from the fact that it was recently proven that the linear
complementarity-based time-stepping scheme converges to a solution of the measure
differential equation [32].
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To introduce the concept of measure differential inclusion (for which we use [32]), we
describe the friction cone associated to the potential contact (j), where j ∈ {1, 2, . . . , p},
by

FC(j)(q) =
{

c
(j)
n n(j) + β

(j)
1 t

(j)
1 + β

(j)
2 t

(j)
2

∣∣∣∣∣c
(j)
n ≥ 0,

√(
β

(j)
1

)2

√(
β

(j)
1

)2 +
(
β

(j)
2

)2 ≤ µ(j)c
(j)
n

}
.

The total friction cone becomes

FC(q) =



∑
j=1,2,... ,p

c
(j)
n n(j) + β

(j)
1 t

(j)
1 + β

(j)
2 t

(j)
2

∣∣∣∣∣∣√(
β

(j)
1

)2 +
(
β

(j)
2

)2 ≤ µ(j)c
(j)
n , j = 1, 2, . . . , p

c
(j)
n ≥ 0 ⊥ �(j)(q) = 0, j = 1, 2, . . . , p

∑
j=1


 .

It is immediate that

FC(q) =
∑

j=1,2,... ,p, �(j)(q)=0

FC(j)(q).

Hence a solution of (9) must satisfy

M
dv

dt
= fc(q, v) + k(t, q, v) + ρ

dq

dt
= v.

ρ(j)(t) ∈ FC(j)(q(t)), j = 1, 2, . . . , p

�(j)(q) ≥ 0, j = 1, 2, . . . , p∣∣∣∣ρ(j)
∣∣∣∣�(j)(q) = 0, j = 1, 2, . . . , p,

ρ =
p∑

j=1

ρ(j)(t).

(10)

Clearly, from (10) it follows that ρ(t) ∈ FC(q).
We are interested in v(t) and q(t) that satisfy (10). Since v(t) must be discontinuous

to allow for collisions, dv/dt is meaningless in a classical sense. Since the velocity is
discontinuous, the force multipliers cn, β1, β2 also cannot exist in a classical sense. We
therefore allow them to be distributions or vector measures.

3.1. Vector measures and measure differential inclusions

In the following formalism we use the setup and some of the results from [32].
A vector measure ν is defined in terms of its action on a continuous function φ:
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〈ν, φ〉 =
∫

φdν =
∫

φ(t)ν(dt).

Equation (10) can now be interpreted in terms of vector measures where v(t) is a
function of bounded variation by means of the Riemann-Stjeltjes integral:

∫
φ(t)dv(t).

For continuous φ,
∫

[a,b] φdv can be approximated by finite Riemann sums:

N−1∑
i=0

φ(τi)[v(ti+1) − v(ti)],

where a = t0 < τ1 < t1 < . . . τN−1 < tn = b.
For the Riemann-Stieltjes integral to be well defined, the function v(·) must have

finite variation
∨T

0 v(·). Here
∨T

0 v(·) is the supremum of the sums∑N−1
i=0 ||v(ti+1) − v(ti)|| over all finite sequences a = t0 < t1 < . . . < tN−1 < tN = b

over all N .
We now extend the following form of Newton’s law,

M
dv

dt
− fc(q(t), v(t)) − k(t, q(t), v(t)) ∈ FC(q(t)), (11)

which is valid for the classical case, to the case where v(t) is a function of bounded
variation.

Definition (Measure differential inclusion [33]). If ν is a measure and K(·) is a con-
vex-set valued mapping, we say that dν/dt ∈µ K(t), if, for all continuous φ ≥ 0 with
compact support, not identically zero, we have that

∫
φ(t)ν(dt)∫
φ(t)dt

∈
⋃

τ :φ(τ) 
=0

K(τ).

Definition (Weak solution of (11)). We say that v(t), q(t) is a weak solution of (11) if

1. v(·) is a function of bounded variation.
2. q(·) is a continuous, locally Lipschitz function that satisfies

q(t) = q(0) +
∫ t

0
v(τ)dτ.

3. The measure dv(t), which exists as a result of v being a bounded variation function,
must satisfy,

d(Mv)

dt
− k(t, q, v) − fc(q, v) ∈µ FC(q(t)).

4. �(j)(q) ≥ 0, ∀j = 1, 2, . . . , p.

Note that, from our definition of FC(q), the statement ρ(t) ∈ FC(q(t)) also contains
the implication about the active set, since it implies that ρ(t) = ∑p

j=1, �(j)(q)=0
ρ(j)(t).
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4. Regularity assumptions and polyhedral friction cone approximation

The regularity assumptions refer to the quality of the friction cone. We work with several
types of friction cones.

One of these types is the ε-active friction cone, where ε ≥ 0:

FCε(q) =
∑

�(j)(q)≤ε

FC(j)(q).

Clearly, FC0(q) = FC(q), and, because of the continuity of �(j)(q), we also have that

FCε(q)
ε→0−→ FC(q).

4.1. Polyhedral approximations of the friction cone

Many of the existing approaches [6, 35, 37] use polyhedral approximations of the fric-
tion cone. The reason is that the polyhedral description results in linear complementarity
problems, for which reliable software, such as PATH [26, 11], exists.

We define a polyhderal approximation to FC(j)(q) as follows. We define a new set
of tangent vectors

d
(j)
k = cos

(
2πk

m(j)

)
t
(j)
1 + sin

(
2πk

m(j)

)
t
(j)
2 , k = 1, 2, . . . , m(j).

The friction cone approximation that we use, for a fixed (j), is

FC(j),m(j)
(q) =


n(j)c

(j)
n +

m(j)∑
k=1

βkd
(j)
k

∣∣∣∣∣∣
c
(j)
n ≥ 0; β

(j)
k ≥ 0, k = 1, 2, . . . , m(j); µ(j)c

(j)
n ≥

m(j)∑
k=1

β
(j)
k


 .

Using the inequality
(∑m(j)

i=1 βi cos(θi)
)2 +

(∑m(j)

i=1 βi sin(θi)
)2 ≤ (∑

βi

)2, which

holds for β1, β2, β3, . . . , βN ≥ 0, it follows that FC(j),m(j) ⊂ FC(j)(q). It is also clear
that, for fixed (j), we must have

FC(q)(j),m(j) m(j)→∞−−−−−−−−−→ FC(j)(q). (12)

We denote m =
(
m

(j)
1 , m

(j)
2 , . . . , m

(j)
p

)
. We define the 0 polyhedral approximation to

FC(q) as

FCm(q) =
∑

�(j)(q)=0

FC(q)(j),m(j)

and the ε polyhedral approximation cone as

FCm
ε (q) =

∑
�(j)(q)≤ε

FC(q)(j),m(j)

.
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4.2. Dual cones

In this work, an important role is played by the dual of the friction cone. For one contact,
we have that

FC(j)(q) =
{
t = c

(j)
n n(j) + β

(j)
1 t1 + β

(j)
2 t

(j)
2

∣∣∣ µc
(j)
n ≥

√
β

(j)2

1 + β
(j)2

2 , c
(j)
n ≥ 0

}
.

The dual cone is

FC(j)∗(q) =
{
v ∈ RI n|n(j)T v ≥ µ(j)

√
(d

(j)T

1 v)2 + (d
(j)T

2 v)2

}
.

For the polyhedral approximation with m(j) facets for one contact, we have that

FC(j)(q)m
(j) =




m(j)∑
k=1

d
(j)
k β

(j)
k + n(j)c

(j)
n |c(j)

n ≥ 0, β(j) ≥ 0,

m(j)∑
k=1

β
(j)
k ≤ µ(j)c

(j)
n


 .

The dual cone of the polyhedral cone is
(
FC(j)(q)m

(j)
)∗ =

{
v ∈ RI n|n(j)T v ≥ µ(j) max

k=1,m(j)
d

(j)T

k v

}
.

Similar relations follow for the total cone and its dual.

4.3. The pointed friction cone assumption

In the following, we assume that we have a uniformly pointedness assumption that holds
for both the primal and the dual cones.

Assumption A5 (the uniformly pointed friction cone property). ∃ Kε , K∗
ε , and

t (q, ε) ∈ FCε(q) and v(q, ε) ∈ FC∗
ε (q), such that, ∀q ∈ RI n, and ∀ε ∈ [0, ε], we have

that

1. t (q, ε)T w ≥ Kε ||t (q, ε)|| ||w||, ∀w ∈ FCε(q).

2. n(j)T v(q, ε) ≥ µ(j)

√
t
(j)T

1 v(q, ε) + t
(j)T

2 v(q, ε) + K∗
ε ||v(q, ε)||,

for j = 1, 2, . . . , p.

With this assumption, we can state the following result.

Corollary 1. If Assumption A5 holds, then the following are true:

1. t (q, ε)T w ≥ Kε ||t (q, ε)|| ||w||, ∀w ∈ FCm
ε (q, ε).

2. n(j)T v(q, ε) ≥ µ(j) maxk=1,2,... ,m(j){d(j)T

k v(q, ε)}, for j = 1, 2, . . . , p.

Proof. Since FCm
ε (q) ⊂ FCε(q), and

d
(j)
k (q)T v(q, ε) ≤

√(
t
(j)T
1 v(q, ε)

)2 +
(
t
(j)T
2 v(q, ε)

)2
, k = 1, 2, . . . , m(j),

for j = 1, 2, . . . , p, the conclusion follows. ��
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The pointed friction cone assumption has one important consequence.

Lemma 1. AssumeAssumptionA5 holds. Let τ = ∑
�(j)(q)≤ε c

(j)
n n+β

(j)
1 t

(j)
1 +β

(j)
2 t

(j)
2 ∈

FC(q). Then ∃Kc such that
∣∣∣
∣∣∣c(1)

n , β
(1)
1 , β

(1)
2 , c(2)

n , β
(2)
1 , β

(2)
2 , . . . , c

(p)
n , β

(p)
1 , β

(p)
2

∣∣∣
∣∣∣
1

≤ Kc ||τ || ,

where the impulses corresponding to contact constraints that are not active are replaced
with 0.

Proof. Let v(q, ε) be the vector that defines the pointedness property. We multiply with
it through the definition of τ to get that

v(q, ε)T τ =



p∑
j=1

c
(j)
n n(j)T v(q, ε) + β

(j)
1 t

(j)T

1 v(q, ε) + β
(j)
2 t

(j)T

2 v(q, ε)




≥
∑

�(j) ≤ ε

{
µ(j)c

(j)
n

√(
t
(j)T
1 v(q, ε)

)2 +
(
t
(j)T
2 v(q, ε)

)2

−
∣∣∣
∣∣∣
(
β

(j)
1 , β

(j)
2

)∣∣∣
∣∣∣
2

√(
t
(j)T
1 v(q, ε)

)2 +
(
t
(j)T
2 v(q, ε)

)2
}

+
∑

�(j)≤ε

K∗
ε ||v(q, ε)|| c(j)

n ≥ K∗
ε ||v(q, ε)||

∑
�(j)(q)≤ε

c
(j)
n .

On the other hand, from the Cauchy-Schwarz inequality, we obtain that
∣∣∣∣v(q, ε)T τ

∣∣∣∣
≤ ||v(q, ε)|| ||τ ||, which leads to

p∑
j=1

c
(j)
n ≤ 1

K∗
ε

||τ || . (13)

Since
√

β
(j)2

1 + β
(j)2

2 ≤ µ(j)c
(j)
n , j = 1, 2, . . . , p, the conclusion follows, after

choosing

KC = 1

K∗
ε

[
1 +

√
max

j=1,2,... ,p
µ(j)

]2

. ��

5. The time-stepping scheme

We now present the time-stepping scheme. This scheme was defined in [3] and was
shown to result in constraint stabilization.

We are going to define it first for the polyhedral approximation to the friction cone
and then for the full circular friction cones. Rewriting the classical continuous model
coresponding to the polyhedral friction cone, we obtain [35, 33]
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M
dv

dt
=

p∑
j=1


n(j)ĉ

(j)
n +

m(j)∑
j=1

β̂
(j)
k d

(j)
k


+ fc(q, v) + k(t, q, v).

dq

dt
= v

ĉ
(j)
n ≥ 0 ⊥ �(j)(q) ≥ 0, j = 1, 2, . . . , p.

β̂(j) = argmin||β̂(j)||1≤µ(j)ĉ
(j)
n , β̂(j)≥0

m(j)∑
k=1

vT d
(j)
k β̂

(j)
k ,

where β̂(j) =
(
β̂

(j)
1 , β̂

(j)
2 , . . . , β̂

(j)
m

)
.

In this work we do not go through the process of deriving the scheme as a convex
approximation of a nonconvex LCP-based scheme, which was detailed in [4]. We sim-
ply define the scheme and then explain our choice through a particular microscopical
interpretation of Coulomb friction.

We define the scheme for the polyhedral approximation. We start at the time t (l),
position q(l), and velocity v(l) with time step h. The scheme is expressed by the following
LCP:

M(v(l+1) − vl) =
∑

j∈A(q(l),ε)

m(j)∑
k=1

β
(j)
k (n(j) + µ(j)d

(j)
k )

+ hfc(q
(l), v(l)) + hk(t(l), q(l), v(l))

0 ≤ 1

h
�(j)(q(l)) + ∇�(j)T v(l+1) + µ(j)d

(j)T

k v(l+1)

⊥ β
(j)
k ≥ 0, j ∈ A(q(l), ε), k = 1, 2, . . . m(j)

c
(j)
n =

m(j)∑
j=1

β
(j)
k

q(l+1) − q(l) = hv(l+1)

(14)

where

A(q, ε) =
{
j

∣∣∣ j ∈ {1, 2, . . . , p} , �(j)(q) ≤ ε
}

. (15)

Observations

1. Here β
(j)
k are impulses; the value of the normal impulse is determined as a function of

the values of the tangential impulses. The approximate formal relationship between
β

(j)
k , k = 1, 2, . . . , m(j) and β̂

(j)
1 , β̂

(j)
2 is

µ(j)
m(j)∑
k=1

β
(j)
k d

(j)
k ≈ h

2∑
k=1

β̂
(j)
k t

(j)
k .

The preceding relationship has two levels of approximation. The first relates to a
discretized time approximation to a continuous time model. The second originates
in the use of a polyhedral cone approximation to the circular Coulomb cone.
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2. The use of the parameter ε allows us to step away from an event-driven simulation
and allows us to progress with fixed time step, without allowing for penetrations that
are the same order of magnitude as the time step h. Since the friction cone is larger
than the one defined in previous references, there exists, at a first glance, the danger
that we will pick up tangential impulses corresponding to a contact not yet active and
therefore would be nonphysical. We later prove, however, that the complementarity
constraint c

(j)
n �(j)(q) = 0 still holds in the limit as the time step goes to zero, and,

therefore, such nonphysical impulses do not appear.
3. To simplify our notation, we sometimes use the aggregate normal impulse vector

and tangential impulses vector:

c̃n =
(
c(1)
n , c(2)

n , . . . , c
(p)
n

)T

, β̃ =
(
β(1)T , β(2)T , . . . , β(p)T

)T

.

Under the pointed friction cone assumption, it has been shown that the scheme will
always produce a solution [3]. The scheme (14) produces the same solution as the original
unrelaxed scheme when there is no slip at the contacts [3].

An important observation, from a computational point of view, is that the solution
at step (l) of (14) is the primal-dual solution of the following quadratic program:

v(l+1) = argminv̂

1

2
v̂T Mv̂ + k(l)T v̂

subject to
1

h
�(j)(q(l)) + ∇�(j)T v̂ + µ(j)d

(j)T

k v̂ ≥ 0,

j ∈ A(q(l), ε), k = 1, 2, . . . , m(j),

(16)

where the linear term is defined by

k(l) = −Mv(l) − hfc(q
(l), v(l)) − hk(t(l), q(l), v(l)). (17)

One advantage of this formulation is that it also suggests the corresponding formulation
when the full circular cone is considered:

v(l+1) = argminv̂

1

2
v̂T Mv̂ + k(l)T v̂

subject to ∇�(j)T v̂ − µ(j)

√(
t
(j)T

1 v̂
)2 +

(
t
(j)T

2 v̂
)2

+ 1

h
�(j)(q(l)) ≥ 0

j ∈ A(q(l), ε), k = 1, 2, . . . , m(j).

(18)

Lemma 2. Let v(l+1),m be the solution of (16) and v(l+1) be the solution of (18). Then
limm→∞ v(l+1),m = v(l+1). Here by

(
m(1), m(2), · · · , m(p)

) = m → ∞ we mean that
each component goes to ∞.

Proof. It is an immediate consequence of the pointed friction cone assumption and
Lemma 1. ��



Optimization-based simulation of nonsmooth rigid multibody dynamics 127

5.1. Physical interpretation of the scheme

The equivalence between (16) and (14) is immediate on the basis of the optimality con-
ditions for (16). Hence, we focus our attention on (14). The essential difference between
the time-stepping scheme from this work (14) and previous LCP time-stepping schemes
[35, 6] resides in the constraint

1

h
�(j)(q(l)) + ∇�(j)T v(l+1) + µ(j)d

(j)T

k v(l+1) ≥ 0, j ∈ A(q(l), ε),

k = 1, 2, . . . , m(j).

This constraint is assembled from two effects: the constraint linearization portion
and friction portion.

1. The constraint linearization portion addresses the replacement of �(j)(q) ≥ 0 by its
linearization, based on the update q(l+1) = q(l) + hv(l+1). Here we use the approx-
imation �(j)(q(l+1)) ≈ �(j)(q(l)) + h∇�(j)T (q(l))v(l+1) ≥ 0. This is the basis for
the constraint stabilization effect. Under the assumptions from this work, we have
shown that the total energy of the system stays bounded on every finite time interval
and that the geometrical constraints are satisfied with one order higher than the order
of the method [3], which is one way to describe constraint stabilization [8]. At a first
glance, the linearization is worrisome because it uses the time step in the denomi-
nator, and the time step goes to zero. A concern resulting from this observation is
that we will introduce nonphysical oscillations, in effect numerical instabilities. In
the following sections we prove that this is not the case and that the negative part
of the gap function �(j)(q), which would be responsible for such a nonphysical
springlike behavior, goes to zero as O(h2). Since in the linearization this function
appears divided by the time step, its overall effect on the quadratic programming
problem is O(h) and thus disappears in the limit as the time step goes to zero.

2. For the friction portion, we consider a two-dimensional configuration with one con-
tact. It is well known that the friction coefficient models the average behavior of
asperities at the contact surface between two bodies. In an idealized approach pre-
sented in Figure 1, we assume that the bodies in contact are very rigid and that the
friction coefficient appears from a see-saw-like profile of the two surfaces. Then the
constraints of motion are precisely

∇�(j)T v + µ(j)d
(j)T

1 v ≥ 0, ∇�(j)T v + µ(j)d
(j)T

2 v ≥ 0,

where d1 = −d2 are the tangent vectors (in generalized coordinates).

This approach creates a vertical motion that is nonexistent in the original friction
and contact constraints. This motion exists in the microscale but is highly exaggerated
by our approach, since the timesteps taken are orders of magnitude larger the ones for
which the real vertical motion occurs. Nevertheless, we show that this effect disappears
for many interesting examples as the time step goes to zero and that the solution of the
relaxed time-stepping scheme satisfies the measure differential inclusion.

In some sense, our model is excessively tuned for static friction. This is also visible
from our microscopic interpretation, where we assume that the asperities have no back-
ward/forward motion with respect to the bodies on which they appear. That is not true for



128 M. Anitescu

arctg(µ)

Fig. 1. Successive blowup of the microscopic interpretation of our model

real contact: clearly, as the objects separate at the scale of the asperity, a pressure would
cause the asperity to bend toward the direction of motion and thus lower the friction
coefficient. This is a well-known effect in dynamics: the dynamic coefficient of friction
is lower than the static coefficient of friction.

In effect, a behavior where the friction coefficient is dynamically dependent can be
accommodated by solving at every time step the optimization problem

minv̂

1

2
v̂T Mv̂ + k(l)T v̂

subject to
1

h
�(j)(q(l)) + ∇�(j)T v̂ + µ(j)(

√
(tT1 v̂)2 + (tT2 v̂)2)

√
(tT1 v̂)2 + (tT2 v̂)2 ≥ 0,

j ∈ A(q(l), ε),

where τµ(τ) is a one-dimensional continuous concave mapping. Such an approach
would dramatically reduce the amount of vertical motion resulting from our approach.

Unfortunately, the feasible set now becomes nonconvex, which creates a new diffi-
culty. Because of the lack of appropriate software (since the problem is not convex and
has conic constraints), we have not used this model for our simulations.

6. Boundedness of the velocity solution

The key to proving convergence of the numerical solution of our scheme to the solution
of the appropriate measure differential inclusion is to show that the numerical solution
is uniformly bounded.

We introduce a measure of the geometrical infeasibility. Of main concern is the
behavior of the infeasibility of the noninterpenetration constraint, since it is divided by
h in our model. We define the following measure of constraint infeasibility:

I (q) = max
1≤j≤p

{
�

(j)
− (q)

}
. (19)

Here for a function g(·), we define by g−(·) its negative part, that is, g−(·) = max{0,

−g(·)}. The boundedness of the velocity sequence of the numerical solution is provided
by the following result.

Theorem 1. Consider the time-stepping algorithm defined above with the choice of
active set defined by (15). The algorithm is applied over a finite time interval [0, T ],
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with a time step 0 < h. It is assumed that the system satisfies Assumptions A1–A5 and
that the system is initially feasible, that is, I (q(0)) = 0.

Then, there exist H > 0, V > 0, and Cc > 0 such that, whenever in addition to the
requirements above we have that h < H , ∀ l, 0 ≤ l ≤ N − 1, we also have that

1.
∣∣∣∣v(l)

∣∣∣∣ ≤ V , ∀1 ≤ l ≤ N and

2. I (q(l)) ≤ Cc

∣∣∣∣v(l)
∣∣∣∣2 h2, ∀1 ≤ l ≤ N.

Proof. This result follows from [3, Theorem 4.1]. One can immediately be see that
Assumptions A1–A5 imply Assumptions (A1) and (D1–D3) from the same reference. ��

7. Closed cone-valued mapping

In this section, we use Assumption A2. We have the following result.

Theorem 2. Under Assumptions A2 and A5, the mapping (q, ε) �→ FCε(q) and
(q, ε) �→ FCm

ε (q) are closed.

Proof. Choose qn,εn, and let tn ∈ FCεn(qn). Recall that we defined the active set at q

as

A(q, ε) =
{
j ∈ {1, 2, . . . , m} |�(j)(q) ≤ ε

}
.

Therefore, ∃ c
(j),n
n , j ∈ A(qn, ε), β

(j),n
1 , β

(j),n
2 , j ∈ A(qn, εn) and k = 1, 2, . . . , m(j)

such that

√(
β

(j),n
1

)2 +
(
β

(j),n
2

)2 ≤ µ(j)c
(j),n
n and

tn =
∑

�(j)(qn)≤εn

nc
(j),n
n (qn) + β

(j),n
1 t

(j),n
1 (qn) + β

(j),n
2 t

(j)
2 (qn).

Assume now that the sequence qn, εn, tn has an accumulation point which we denote
by q∗, ε∗, t∗. Since the mappings �(j)(q) are continuous, we have that{

j |�(j)(qn) ≤ εn
}

⊂
{
j |�(j)(q) ≤ ε∗

}

for n sufficiently large. By eventually padding the active set with zeros we can write that

tn =
∑

�(j)(qn)≤ε∗
nc

(j),n
n (qn) + β

(j),n
1 t

(j),n
1 (qn) + β

(j),n
2 t

(j)
2 (qn).

Since FC(q) is pointed, it follows from Lemma 1 that the sequence{
(c

(j),n
n ), β

(j),n
1 , β

(j),n
2

}

is bounded, and thus the sequence admits a convergent subsequence to c
(j),∗
n , β

(j),∗
1 , β

(j),∗
2

such that

t∗ =
∑

�(j)(q∗)≤ε∗
nc

(j),∗
n (q∗) + β

(j),∗
1 t

(j)
1 (q∗) + β

(j),∗
2 t

(j)
2 (q∗) ∈ FC(q∗).

This proves that (q, ε) → FCε(q) is a closed mapping. The fact that (q, ε) �→
FCm(q, ε) is a closed mapping for fixed m is proved much in the same way. ��
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8. Measure differential inclusions

In this section we prove the convergence of our scheme. The approach used here follows,
in general lines, [32], with one important exception explained below.

8.1. The pointwise quantities whose convergence is investigated and the main theorem

Let q(l),h be the value of the position vector computed at step (l) of the method using
step size h, and similarly for velocities v(l),h and similarly for the quantities c̃

(l+1),h
n and

β̃(l+1),h. The value q(h)(t) is the linear interpolant of q(h)(lh) = q(l);h and q(h)((l +
1)h) = q(l+1);h for t ∈ [lh, (l + 1)h]. For the velocities, set v(h)(t) = v(l+1);h for
t ∈ (lh, (l + 1)h]. For the velocities, set vh(t) = v(l+1);h for t ∈ (lh, (l + 1)h]. Then

q(h)(t) = q(h)(0) +
∫ t

0
v(h)(τ )dτ

for all t > 0 and h > 0.
The functions c̃

(h)
n and β̃(h) are defined for all h > 0 as follows. The function c̃

(h)
n is

a sum of Dirac δ functions with strength c̃
(l+1);h
n at the time tl = lh. Similarly, β̃(h) is a

sum of Dirac δ functions with strength β̃(l+1),h at time t (l);h. Let n(h)(t) = n(q(h)(t)),
D(h)(t) = D(q(h)(t)), and k(h)(t) = k(t(l), q(h)(t (l)), v(h)(t (l))) + fc(q

(l), v(l)) for
tl ≤ t ≤ tl+1.

Since the nonpenetration constraint is enforced differently from other time-stepping
schemes, it does not immediately follow that the constraint

c
(j)
n ≥ 0 ⊥ �(j)(q) ≥ 0, (20)

which is supposed to occur in the limit of h → 0, will be satisfied. The difficulty is
that coefficient µ now enters the linearization of �(j). However, we now show that,
in the limit, the effect of the friction coefficient on the complementarity relation (20)
drops to zero and that the limit solution satisfies the same differential inclusion as the
time-stepping schemes from [35, 6, 32].

Theorem 3. Let qh(t) and vh(t) be the pointwise position and velocities sequence that
can be defined from the numerical sequence produced over a finite time interval [0, T ]
by the time-stepping scheme (14), (15). Under Assumptions A1–A5, there exists a sub-
sequence hk → 0 where

1. qhk (·) → q(·) uniformly.
2. vhk (·) → v(·) pointwise a.e.
3. dvhk (·) → dv(·) weak * as Borel measures in [0,T], and every such subsequence

converges to a solution (q(·), v(·)) of the measure differential inclusion (11).

Therefore, q(t), v(t) is a weak solution of our model.

Proof. The proof follows the same outline as in [32]. The only difference is that the
friction cone considered here, which also includes the almost active constraints, is larger
when h 
= 0. ��
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Boundedness of the velocities. Following Theorem 1, we have that v(l) is uniformly
bounded. This means that there exists V such that∣∣∣

∣∣∣v(l),h
∣∣∣
∣∣∣ ≤ V ; ∀h < H.

Convergence of a subsequence of qh(·) that is feasible for the geometrical con-
straints. From dqh/dt = vh, the boundedness of the velocities implies that the function
qh(·) is uniformly Lipschitz in [0,T]. Combined with the condition qh(0) = q(0), this
implies that the family qh(·) is equicontinuous and equibounded. By the Arzela-Ascoli
theorem, there exists a uniformly convergent subsequence, which we also denote by
qh(·), that converges qh(·) → q(·) uniformly in [0, T ]. In addition, from Theorem 1 we
have that I (q(t)) = 0, that is,

�(j)(q) ≥ 0, j = 1, 2, . . . , p.

Uniform boundedness of the variation of velocities. We now show that the numer-
ical velocity function vh(·) has bounded variation uniformly in h > 0.

Lemma 3.
∨T

0 vh(·) is uniformly bounded as h → 0.

Proof. The proof is essentially the same as the one in [32, Lemma 6]. The cones used
are different, but the only information used by the cones is the closure of the mapping
(q, ε) �→ FCε(q) and the pointed friction cone assumption.

Consider an arbitrary time instant t ∈ [0, T ]. Since FC(q(t)) is a pointed cone, so
is FCm(q(t)) ⊂ FC(q(t)). Thus (since pointedness is an affine property) so are the
cones M−1FC(q(t)) and M−1FCm(q(t)). Thus there exists a unit vector n0(t) and a
parameter ε(t) > 0 such that in any vector norm in Rn,

z ∈ M−1FC(q(t)) �⇒ n0(t)
T z ≥ ε(t) ||z|| .

By the closed graph property of FC(·), which follows from Theorem 2, there exist an
η(t) > 0 and an h0 > 0 such that h0 > h > 0, and

∣∣∣∣t ′′ − t
∣∣∣∣ ≤ ε(t) implies that

z ∈ M−1FC(qh(t ′′)) �⇒ n0(t)
T z ≥ 1

2
ε(t) ||z|| .

Then, provided that both lh and (l + 1)h lie in [t − η(t), t + η(t)], we obtain from
the time-stepping scheme (14-15) that

v(l+1),h − v(l),h ∈ hM−1k(l),h + M−1FC(q(l),h).

Write

v(l+1),h − v(l),h ∈ hM−1k(l),h + z(l+1),h (21)

for some z(l+1),h ∈ M−1FC(q(l),h). Then

n0(t)
T
(
v(l+1),h − v(l),h

)
= hn0(t)

T M−1k(l),h + n0(t)
T z(l+1),h

≥ hn0(t)
T M−1k(l),h + 1

2
ε(t)

∣∣∣
∣∣∣z(l+1),h

∣∣∣
∣∣∣ .
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Set lmin = �(t − η(t))/h�, lmax = �(t + η(t))/h�. Then

l=lmax−1∑
l=lmin

n0(t)
T
(
v(l+1),h − v(l),h

)
≥

l=lmax−1∑
l=lmin

hn0(t)
T M−1k(l),h

+ 1

2
ε(t)

l=lmax−1∑
l=lmin

∣∣∣
∣∣∣z(l+1),h

∣∣∣
∣∣∣ .

The left-hand sum telescopes to give the following inequality:

l=lmax−1∑
l=lmin

n0(t)
T
(
v(l+1),h − v(l),h

)
= n0(t)

T
(
v(lmax),h − v(lmin),h

)

≤
∣∣∣
∣∣∣v(l+1),h

∣∣∣
∣∣∣+

∣∣∣
∣∣∣v(l),h

∣∣∣
∣∣∣ .

By choosing η(t) > 0 so small that t + η(t) < T , we obtain that
∣∣∣∣vh(·)∣∣∣∣ ≤ C2

uniformly as h ↓ 0 on [t − η(t), t + η(t)]. Similarly, from Assumption 3, there is a
bound ∣∣∣

∣∣∣M−1kl,h
∣∣∣
∣∣∣ ≤ C3

uniformly as h ↓ 0 on [t − η(t), t + η(t)]. Thus,

1

2
ε(t)

l=lmax−1∑
l=lmin

∣∣∣
∣∣∣z(l+1),h

∣∣∣
∣∣∣ ≤ 2C2 + h(lmax − lmin)C3 ≤ 2C2 + 2η(t)C3.

This gives the bound (uniformly as h ↓ 0)

l=lmax−1∑
l=lmin

∣∣∣
∣∣∣z(l+1),h

∣∣∣
∣∣∣ ≤ 2

ε(t)
(2C2 + 2η(t)C3) .

By (21), we obtain that

l=lmax−1∑
l=lmin

∣∣∣
∣∣∣v(l+1),h − v(l),h

∣∣∣
∣∣∣ ≤ 2η(t)C3 + 2

ε(t)
(2C2 + 2η(t)C3) ,

which implies that

t+η(t)/2∨
t−η(t)/2

vh(·)

is uniformly bounded as h ↓ 0. Here, we have used the usual notation for the total
variation:

b∨
a

vh(·) = sup
m; a=t0<t1<...tm=b

m∑
i=1

∣∣∣
∣∣∣vh(ti) − vh(ti−1)

∣∣∣
∣∣∣ .
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Since
{(

t − η(t)
2 , t + η(t)

2

)
|t ∈ [0, T ]

}
is a covering of [0, T ], there exists a finite

subcovering
{(

ti − η(ti )
2 , ti + η(ti )

2

)
|i = 0, 1, 2, . . . , m

}
. Summing the contributions

over these subintervals give an uniform bound on
∨T

0 vh(·) as h ↓ 0. ��
If we use the fact that vh(·) has bounded variation, then, by Helly’s selection theorem,

there exists a subsequence of vhk (·) of vh(·) that converges pointwise to v(·) and has
bounded variation. The corresponding functions qhk (·) converge to the indefinite integral
of v(·) by the pointwise convergence theorem for Lebesgue integrals. We assume for
simplicity that this is the entire sequence and therefore qh(·) → q(·) and vh(·) → v(·).

Weak ∗ convergence. Since
∨T

0 vh(·) are uniformly bounded as h → 0 and vh(0) =
v(0) and since vh(·) → v(·) pointwise, it follows that dvh → dv weakly *, that is,

∫ T

0
φ(t)T dvh(t) →

∫ T

0
φ(t)T dv(t)

for all continuous functions φ(t). Therefore, dvh(·) → dv(·) weak ∗ as Borel measures.
Convergence to the measure differential inclusion. From the time-stepping scheme

definition (14) we see that, from Assumption A2, it follows that

nT v(l+1) + µdT v(l+1) ≤ V K,

where K is some fixed constant.
Using the complementarity conditions from (14), we obtain that �(j)(q) > hV K

�⇒ β(j) = 0. Therefore, the time-stepping scheme (14) is equivalent to the following
time-stepping scheme:

M(v(l+1) − vl) =
∑

�(j)(q(l))≤V Kh

m(j)∑
k=1

β
(j)
k (n(j) + µ(j)d

(j)
k )

+ hfc(q
(l), v(l)) + hk(t(l), q(l), v(l))

0 ≤ 1

h
�(j)(q(l)) + ∇�(j)T v(l+1) + µ(j)d

(j)T

k v(l+1)

⊥ β
(j)
k ≥ 0, j = 1, 2, . . . p, k = 1, 2, . . . , m(j)

q(l+1) − q(l) = hv(l+1).

(22)

In the rest of the proof we follow closely the proof of [32, Lemma 7], except at one
crucial point, outlined bellow.

Following (22), we obtain that the numerical solutions (qh(·), vh(·)) satisfy the mea-
sure differential inclusion

M
dvh

dt
− kh(t) ∈µ FCm

V Kh(q
h(·)) ⊂ FCV Kh(q

h(·))
dqh

dt
= vh,

where kh(t) = k(t, qh(t), vh(t)) + fc(q
h(t), vh(t)) and τh(t) = �(t/h)h�.

Let k(t) = k(t, q(t), v(t)) + fc(q(t), v(t)). It is immediate that

kh(·) → k(·) pointwise and is uniformly bounded.
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At this point, however, our proof departs from the proof of [32, Lemma 7], because
in this work we consider a larger friction cone than the one in [32, Lemma 7].

As in [32, Lemma 7] we invoke the following result.
[34, Theorem4] Suppose that qn̂(·) are continuous, vn̂(·) have uniformly bounded

variation and kn̂(·) are uniformly bounded, all on [0, T ], and qn̂(·) → q(·) uniformly,
vn̂(·) → v(·) pointwise and kn̂(·) → k(·) pointwise. Suppose also that K : RI n ⇒
C(RI n) has closed graph, min {||z|| |z ∈ K(w)} is uniformly bounded and K(w) is
pointed for all w ∈ RI n. Then if

dvn̂

dt
(t) ∈µ K(qn̂(t)) − kn̂(t)

for all n̂, the limit satisfies

dv

dt
(t) ∈µ K(q(t)) − k(t).

In our case, the requirement that min {||z|| |z ∈ K(w)} is uniformly bounded is imme-
diately satisfied because K(w) are cones and always contain the zero element. Never-
theless, as opposed to [32, Lemma 7], this result cannot be applied directly because the
cone from (23) also depends on the time step.

We introduce the sequences

q̃h(·) =
(

q(h)(·)
V Kh

)

ṽh(·) =
(

v(h)(·)
0

)

M̃ =
(

M 0
0 1

)

k̃h(·) =
(

k(h)(·)
0

)

F̃C(̃qh(·)) = FCV Kh(q
h(·)) × {0}

and the corresponding limits

q̃(·) =
(

q(·)
0

)

ṽ(·) =
(

v(·)
0

)

k̃(·) =
(

k(h)(·)
0

)
.

It is then immediate that

P1 q̃h(·) converges uniformly to q̃(·).
P2 dq̃h(·)

dt
= ṽh(·), ṽh(·) is uniformly bounded and has bounded variation, and it con-

verges pointwise to ṽ(·).
P3 k̃h(·) converges pointwise to k̃(·) and is uniformly bounded.
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P4 From Theorem 2, the cone-valued mapping F̃C(̃q) has a closed graph.
P5 For any q̃, the cone F̃C(̃q) is pointed.
P6 The quantities q̃h, ṽh, k̃h, satisfy the following differential inclusion:

M
dṽh

dt
− kh(t) ∈µ F̃C

m
(̃qh(·)) ⊂ F̃C(̃qh(·))

dq̃h

dt
= ṽh,

Since the properties P1–P6 hold, we can use the above result [34, Theorem 4] to
claim that the limits satisfy the similar measure differential equation. Discarding the last
component of q̃(·) and ṽ(·), and using the relations

F̃C(̃q(t)) = FC0(q(t)) × {0} = FC(q(t)) × {0},
we obtain that the limits satisfy the measure differential inclusion

M
dv

dt
− k(t) ∈µ FCm(q(t)) ⊂ FC(q(t)). (23)

To complete this subsection, we note that for any T ≥ t2 > t1 ≥ 0, we have that

qh(t2) − qh(t1) =
∫ t2

t1

vh(τ )dτ.

Since this holds for all t2 > t1 in [0, T ], we obtain that

dq

dt
= v,

as required.
Since qh(·) → q(·) uniformly and vh(·) → v(·) pointwise on [0, T ] and dvh(·) →

dv(·) weak *, and using the fact that the limit satisfies (23), we obtain that q(·), v(·)
satisfy the measure differential inclusion

M
dv

dt
− k(t, q, v) − fc(q, v) ∈µ FC(q),

dq

dt
= v.

This completes the proof of Theorem 3. ��

9. Exact dissipation of solutions

We now assume that the external force kc(q, v) originates in a potential, that is,
k(t, q, v) = −∇V (q), where V is a smooth function of q. In this section we show
that the numerical scheme satisfies the exact dissipativity in the limit.

Lemma 4. If q(·) and v(·) are the limit of a subsequence (qh(·), vh(·)), then

1

2
v(t)T Mv(t) + V (q(t)) ≤ 1

2
v(0)T Mv(0) + V (q(0)).
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Note that we are under the scope of Assumption A3. Therefore, the result of this lemma
is proven here only for a constant mass matrix.

Proof. Consider a sequence for which lhk
is the largest integer that satisfies lhk

hk ≤ t .
From the definition of the time-stepping scheme (14)–(15), we have that vh(t) = v(l+1),h

and

v(l+1)T Mv(l+1) ≤ v(l)T Mv(l) + h2k(l)M−1k(l) + ckh2 − 2h(v(l)T )∇V (q(l)), ∀l ≤ lhk

After rewriting the last sum, we obtain

v(l+1)T Mv(l+1) ≤ v(l)T Mv(l) + h2k(l)M−1k(l) + chk(l)

− 2(q(l+1) − q(l))T ∇V (q(l))

+ 2h(v(l+1) − v(l))T ∇V (q(l)), ∀0 ≤ l ≤ lh.

(24)

We have

−(q(l+1) − q(l))T ∇V (q(l)) ≤ −
(
V (q(l+1)) − V (q(l))

)
+ w1h

2, ∀l, h

as a result of the smoothness of V (q) and the uniform boundedness of V (q). We replace
this in (24) and obtain

v(l+1)T Mv(l+1) + 2V (q(l+1)) ≤ v(l)T Mv(l) + 2V (q(l)) + h2klM−1k(l) + ch2k(l)

+ w1h
2 + 2h

∣∣∣∣v(l+1) − v(l)
∣∣∣∣CV .

In the last equation, we used assumption A4, with CV an upper bound on ||∇V (q)||.
Adding from s = 0 to s = l all equations like the preceding one, we obtain that

v(l+1)T Mv(l+1) + 2V (q(l+1)) ≤ v(0)T Mv(0) + 2V (q(0))

+ h2
s=l∑
s=0

(
k(s)M−1k(s) + c2k(s)

)

+ hcV

s=l∑
s=0

∣∣∣
∣∣∣v(s+1) − vs

∣∣∣
∣∣∣ .

We take the limit as h → 0; and since we consider piecewise constant velocities
vl,h that have bounded variation, we obtain that, at all points where v(h)(t) → v(t) and
q(h)(t) → q(t), and since V (·) is continuously differentiable,

v(t)T Mv(t) + 2V (q(t)) ≤ v(0)T Mv(0) + 2V (0).

The proof is therefore complete. ��

The preceding result shows that the energy does not increase and that the scheme is
indeed dissipative. Therefore, the scheme mimics an important feature of the physical
phenomenon we are simulating.
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10. Numerical results

In this section we compare the optimization-based method that we have analyzed in
this work with the corresponding LCP-based method. We consider two types of exam-
ples. The first type compares the optimization-based method developed in this work
with the LCP-based method [6, 35]. The second type investigates the potential of this
method for the simulation of granular materials that can easily become very large scale
computations.

10.1. Comparison between the LCP-based method and the optimization-based method

We consider the following two-dimensional examples. All the examples include the
effect of gravity.

1. Particle of zero diameter falling on a flat, horizontal line. The initial position of the
particle is x = 0, y = 3. The initial velocity is ẋ = 3, ẏ = 0. There is friction
between the particle and the line with friction coefficient µ = 0.3. The mass of the
particle is 1. We have simulated this both with the LCP algorithm and the optimiza-
tion algorithm with time steps shown in Table 1. In Table 1 we also give the scaled
values of the difference between the outputs of the two methods in the 2-norm, which
show that in the limit both algorithms produce the same solution sequence. A graph
of the trajectory is presented in Figure 2.

Table 1. Differences between the LCP method and the optimization method for one particle with friction and
no initial contact

k Time Step = 0.1
2k

||yQP −yLCP ||2
2k

0 0.1 5.6314784e-002
1 0.05 1.7416198e-002
2 0.025 6.7389905e-003
3 0.0125 2.1011170e-003
4 0.00625 7.6112319e-004
5 0.003125 2.6647317e-004
6 0.0015625 9.2498029e-005
7 0.00078125 3.2649217e-005

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

2.5

3
Comparison between methods

x

y

LCP method         
Optimization method

Fig. 2. Trajectory for particle with friction example; no initial contact
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2. Particle of zero diameter starting in contact with a flat, horizontal line. The initial
position of the particle is x = 0, y = 0. The initial velocity is ẋ = 3, ẏ = 0. There
is friction between the particle and the line with friction coefficient µ = 0.3. The
mass of the particle is 1. A comparison between the y-positions produced by the
LCP algorithm and the QP algorithm for time step 0.001 is presented in Figure 3.
Although the differences are small in absolute terms, there is a difference between
the solutions that does not disappear as the time step goes to 0. The trajectory of the
particle is presented in Figure 3.

3. Bar of length 2 dropped on a flat, horizontal line. At the collision point, the data
obtained are the same as for a well-known example of the Painleve paradox [9, 33].
The trajectory of the bar with friction that starts without initial contact is presented
in Figure 4. Much like in the dropped-ball case, we see that when there is no initial
contact, the limit solution produced by the optimization-based scheme is the same
as the solution of the LCP-based scheme, as can be seen from the Table 2.

4. Bar of length 2 dropped on a flat, horizontal line and starting in contact with the
horizontal line. The data obtained are the same as for a well-known example of the

0 0.5 1 1.5 2 2.5 3
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LCP method         
Optimization method

Fig. 3. Y position for particle with friction example; initial contact and nonzero tangential velocity
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Fig. 4. Trajectory for bar with friction example; no initial contact
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Table 2. Differences between the LCP method and the optimization method for the bar with friction and no
initial contact

k Time Step = 0.1
2k

||yQP −yLCP ||2
2k

0 0.1 1.5736018e+000
1 0.05 7.2176724e-001
2 0.025 1.4580267e-001
3 0.0125 9.2969637e-002
4 0.00625 5.5543025e-003
5 0.003125 4.3982975e-003
6 0.0015625 3.7537593e-003
7 0.00078125 3.7007014e-004
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Fig. 5. Trajectory for the Painleve example; bar with friction with initial contact and nonzero tangential
velocity (computed by the LCP method)
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Fig. 6. Comparison between the y positions of the tip that is initially in contact for the Painleve example,
produced by the LCP method and the optimization-based (QP) method

Painleve paradox [9, 33]. The trajectory of this bar is presented in Figure 5. The
optimization scheme and the LCP scheme produce close but different solutions, as
can be seen from Figure 6, where we present the prediction of the position of the tip
of the bar with both methods.

The figures show that the difference between the two methods is small in all cases
and zero when the contacts are not initially active. The fact that the two simulation meth-
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ods produce different results is not surprising. It was well established that the measure
differential inclusion will not necessarily have unique solutions [33].

An intriguing fact, however, is that the two simulations converge to the same solu-
tion when there is no initial contact. We plan to further investigate this observation to
determine whether it can be stated with reasonable generality.

10.2. Size-based segregation of granular materials

In the example of the Brazil nut effect [29], also communicated in [15], we have smaller
particles shaken together with a large particle that, after a while, emerges on top. This
behavior is characteristic of granular matter. This effect is seen in four frames of the
simulation in Figure 7. That example contains 201 bodies and is simulated with the
optimization method for 75 seconds with a time step of 0.1 s and a friction coefficient
of 0.5 at all interactions. Our time step compares favorably with traditional molecular
dynamics approaches that use a penalty method and that need time steps on the order of
microseconds [19]. Currently, we do not have any molecular dynamics result to compare
with, since most molecular dynamics simulations of size-based segregation use periodic
boundary conditions [29], whereas we use hard walls. In any event, the number of shakes
needed to get the larger body emerge to the top is comparable to the number of shakes
needed by a molecular dynamics simulation that uses periodic boundary conditions and
temperature to model the dynamics of the bodies (between 30 and 50) [29].

Fig. 7. Four frames of a Brazil nut simulation with inelastic collisions
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One of the several key points to the successful and efficient completion of the simu-
lation was the choice of the parameter ε, which defines the approximate active set used
as input in the linear complementarity solver. If the parameter ε is chosen too large,
then the number of active contacts (and the number of variables) fed into the quadratic
programming solver will be very large. In the limit of choosing ε = ∞, the number of
active contacts will be proportional to the square of the number of bodies. On the other
hand, if the parameter ε is chosen too small, then collisions that occur with high velocity
could be missed for a reasonable size of the time step. In turn, this could result in wildly
inaccurate simulations, unless the time step becomes very small.

In the end, the choice of ε for the simulation must take into account the sizes of
the bodies considered, the maximum expected velocities, and the intended time step.
For simulations with bodies of more complicated shapes, it needs to take into account,
in addition, the limits of validity of the local geometrical representation of the relative
positions of the two bodies [1]. When the bodies involved are all circular, satisfying the
linearized condition results in the bodies not penetrating in the next step. Therefore, the
last limitation does not apply to our case.

As with any other parameter that controls the compromise between computational
performance and accuracy, the choice of the appropriate ε will depend on a particular
class of applications and will largely be a matter of user experience. For the simulation
of the Brazil nuts, we chose ε = 0.4, which resulted in a number of ε active contacts
that varied between 400 and 700 during the entire simulation. For a two-dimensional
simulation, there are four state variables per contact, which means between 1,600 and
2,800 primal variables that must be fed into the quadratic programming problem. A total
time of about 2,200 seconds was needed to solve with PATH the 750 quadratic programs
that were formed by our simulation on a medium range Linux workstation with an Intel
Pentium processor.

11. Conclusions and future work

We have shown that the solution of a scheme that progresses with fixed time step and
solves only a convex quadratic program per step converges to the weak solution of the
rigid multibody dynamics problem with contact and friction as defined in [32, 33]. In
addition, the scheme decreases the energy in the limit if the external force is a potential
force. Thus, solutions to the most general weak formulations of this problem can be
produced relatively efficiently.

The only result from [32] that needs to be extended to our scheme is the weak form

of the equation ||vT ||
(

µcn −
√

β2
1 + β2

2

)
= 0 from the Coulomb model (2). We note

that even in [32] the result was proven in the general case only for one inelastic contact;
therefore, proving such a result for an arbitrary number of contacts in our case would
mean much more than simply expanding the results from [32] to this work. Two of our
simulations, whose trajectory is plotted in Figures 3 and 6, indicate that the result will not
hold for our scheme. However, although it is desirable for this result to hold, not having
proved it does not invalidate our conclusion of convergence to a measure differential
inclusion, because the latter does not depend on this part of the Coulomb model. We
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nevertheless plan to provide a more refined investigation of the differences between the
schemes in this work and the schemes in [35, 6, 32].

Additional extensions that we are investigating are (1) expanding the results in this
work for the case of partially elastic and totally elastic collisions and (2) accommodat-
ing piecewise differentiable constraints that are widely used in the computer graphics
community. Also, we are interested in investigating whether we can show with some
generality our observation that the optimization-based scheme and LCP-based scheme
produce the same initial results when all bodies start without contact.
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